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Abstract—In this paper, we propose an iterative algorithm estimation. Since the estimated channel state inform&G&h)

to jointly design codes and training sequences for frequency- is never perfect because of the additive noise, the recever
selective block fading channels with partial channel state infor- termed apartial coherent receiver. The first paper about a
mation (CSI) at the receiver. After showing that the maximum- . . . . .

likelihood (ML) decoding metric over channels with partial CSI partial Coherent receiver is perhaps [6], which did not draw
can be well approximated by the joint maximum-likelihood Much attention for long. Recently, several works [7-11]ehav
(JML) decoding metric for combined channel estimation and re-examined this idea. In particular, the authors in [9-11]
data detection, we propose to use the JML criterion to search consider the imperfection of the estimated CSI at recejvers
for good codes and training sequences in an iterative fashion. searching for good constellations for certain modulations

Simulations show that the code and training sequence found by Diff tf th K d to iointly desi
our method can outperform a typical system using a channel Z'erént irom these works, we proposed (o jointly design

code with a separately designed training sequence, in particular the code and training sequence by maximizing the system
when codes of low rates are considered. performance through an iterative search algorithm.

Throughout the paper, the following notations will be used:
Keywords—Fading channels, partial channel state information, For a matrixX, det |X| is its determinantfr(X) is its trace;

joint maximume-likelihood, wireless communication <" denotes its Hermitian transpose.
|. INTRODUCTION Il. SYSTEM MODEL
. g . H H _ T
In general, the receiver structures can be classified intol" OUr system setting, a signél= [by,...,by]" is trans-

two categories: coherent receivers and non-coherentvezsei Mitted over a frequency-selective block fading (specifycal
For a coherent receiver, channel estimation is performetj filduasi-static fading) channel of memory order— 1. Here,
and then the channel decoder uses the estimated chatR@ISUPErscript1” represents the vector (or matrix) transpose
information as the true one when performing the decodingPeration. Forl < < N, we restrict that, is the output
For a non-coherent receiver, no channel estimation dewice?f constant-amplitude’-PSK modulation, i.e.jb;|*> = 1,
needed as the decoding is performed without channel st4f@ere A/ > 0. Among the N’ components irb, the firstT
information; hence, no training sequence is necessary fof@npPonents are the training sequence and hence are known to
non-coherent receiver. both the transmitter and receiver, while the lat¥ér- 7" ones

The design of a non-coherent system [1—4] usually assunfé§ used to transmit the data. By denotib@s
perfect synchronization, i.e., the receiver can find thecexa Bp
codeword margins. However, since frame synchronizatiah an B= |:IBD] ’
channel est|mafuon are often done based on the same traln\;%r}%ch is formed by 4T x P) matrix Bp and a((L—T) x P)
sequence or pilot signals, such an assumption may not be, . .
justifiable. As an example, every48-bit normal burst of matrix Bp with L = N+ P — 1, where

GSM signals includes &6-bit training sequence. Without KR 0 (b1 -+ br—pi2]
the information of the codeword margin, joint decoding of by : br_pis
the code and training sequence in this-bit burst may be
technically infeasible. Thus, for a non-coherent systethauit B 2 by . 0 B, A by
a training sequence, the assumption of perfect synchrimiza P . b . ’
may be lack of footing. ba b 0 ' br

For this reason, we consider in this work a system with : . : : . :
a training sequence for frame-synchronization and channel lbr -+ br_py1] L 0 by |




the received signaj can be formulated by I11. DECODING CRITERION FOR ARECEIVER WITH

y=Bh+n (1) ParRTIAL CSI

A. ML decoding criterion
where n is zero-mean circular symmetric complex Gaus-

sian distributed with correlation matrix2I, and h = From the channel model in (1), we obtain
[h1,...,hp]T is the channel taps that remain constant during a . .
L-symbol transmission block (and may change across blocks). Yp =Bph+Bp(h —h)+np. @)

Throughout the papelf, will be used to denote the identityHence givenB,, and h, vector y, is complex Gaussian

matrix of a proper size. It is assumed that perfect frame Syﬁ‘strlbuted with mearE[y ] = Bph and covariance matrix
chronization can be achieved, and adequate guard perieds a

added between consecutive transmission blocks so thatither ¢ — o2l + BpC;BY, = o2 (]1 + Bp(BY IB%p)*IIBE‘[‘,) .
no inter-block interference. Notably, both the transmitiad
receiver know nothing about the channel coefficidntsxcept By Sylvester’s determinant theorem, we have
the multipath parametep.
paln det(C) = 02" det (I + (BLBp) 'BYL,Bp) .

A. On the arrangement of training sequence

Generally speaking, the training sequence does not havelggether with
be placed at the beginning &f but can be distributed over ST (A H H H
the entire transmission signal. However, for channelsesiuif € =0, (I-Bp(BLBp + BpBp) " Bp) .
additive white Gaussian noise with unknown constansuch the ML decoding criterion for the receiver with partial CSI
a placement may be justified by the following argument.  should be

Based on the system model in (1), we can divide the

received signal into two parts: buir, = arg max Pr(yp|Bp, h)

yp=Brhtnr o [ PP (D ~ Boh)*C (yp, — Bph))

= I X
and & 7 det(C)
= Bph .

vp = o, = argmin (lyp — Boh?
where n = [nf, n%] and superscript #” denotes the Eo . .
Hermitian transpose operation. Then the least square @stim —(yp —Bph)"Qp(yp — Bph)
of h givenBp andyp is +o2logdet (I+ (BEBp) 'BEBp)),  (4)

h = (B}IIJBP)ilBI}DyP' where

1

Here, we implicitly assume that > P. Denote byh = h—h _ _
o mpiety ass - y Qs = Bp (BB + BSBp) ' BY = By (B'B) ' BY,.

the estimation error. We then derive
h=h—h = h—BLYB) 'Bhy, We then examine the ML decoding criterion in (4) in two

_ (A —1mH extreme cases: no CSI (by which we medp is aT x P
- SBPBZ) HBP(BPh +nr) all-zero matrix) and perfect CSI (by which we mean= 0
= —(BpBp) Bpnp, with probability one).
which implies E[—(B%LBp) " 'B%np] = 0 and WhenBp is aT x P all-zero matrix, (4) can be reduced to
- ~H the well-known GLRT criterion, i.e.,
Cj =ERh’] = E[B}:Bp) 'BinpnbBp(BEBp)~']
= o2(BLBp) . buL, no csi

- _ ) H —1oH 2 -1
Thus, k is zero-mean circular symmetric Gaussian distributed = 218 IFB};H{ ypBp (BpBp) ~ Bpyp — oy log det(C )}
with covariance matrixo2(B%Bp)~!. We can then obtain a

- — : L 2 2 1
well-known lower bound of mean square ertf||h||?] [2], - e I%B},l:,nHPDyDH o log det (Pp)

[5] as )
E[HBHQ} =tr (E[ille]) = thr(GBgH B )—1) > U%P (2)
- = P) )= T wherePf = I— IB%D(B%BD)”IB%. Note that it can be shown

with equality holding whe%,B» = T1. This then shows that that the determinant dPy is always equal t@). If however,
to place the training sequence at the beginning,abgether the receiver has perfect CSlI, théﬂihh | becomes an all-zero
with BY,Bp = TT, can yield the minimumg&|||k||2]. In the matrix. HenceC = o1, which reduces (4) to

S|mulat|on section, all the training sequences are chosen t )

satisfy BB = 771 so that the minimumg||h||°] can be BuL, perfect 051 = argmiﬂ{HyD —Bnrh } (5)
achieved. Bp




B. near-ML decoding criterion at medium to high SNRs 10 =

—6—ML

—— near-ML|

At medium to high SNRs, the last term in (4) becomes
negligible when being compared the first two terms because
02 ~ 0. We can then yield a near-ML decoding criterion as
follows.

iJNear-ML = argr}B};n{HyD *BD’;”z
- (yD - BDﬁ)HQB (yD - IB%D’Al)} . (6)

By [1], we know that the joint ML decoding of both the code
and training sequence for givanis

BJML = arg r]%in{HIP’ﬁyHQ} )
D
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Where SNR (dB)

Pé =1-Pg=1- B(BHB)_IBH. Fig. 1. Performances of the ML decoding criterion in (4) witarfect
knowledge ofo2 (ML), the near-ML decoding criterion in (6) (near-ML), and

We then found that the near-ML decoding criterion in (6§'Ie coherent receiver usinfy as the perfect-CSI and adopting the decoding
. . . . criterion in (5) (coh).
performs exactly the joint ML decoding in [1]. We summarize
this result in the next lemma.
Lemma 1:
X . IV. I TERATIVE JOINT CODE AND TRAINING SEQUENCE
bnear-mL = bymL- DESIGNALGORITHM

Proof: First, we note that the near-ML decoding criterion [N this section, we provide an iterative algorithm to design
in (6) can be equivalently changed to: the code and training sequence jointly.
The cost functionf that is to minimize during the search
process is the union bound constituted by pairwise error

~ ~\ H _ ~
Onear-mi = arg min { (y - Bh) (I-Qs) (y - Eh) } + () orobabilities (PEPs)

where f(C.Bp) => Pr{Bp(j) claimedBp (i) transmittedBp} (8)
Tp = { OrxT OTx(L—T)} ' i
OL—1)xT QB
whereC = {Bp(0),--- ,Bp(2X — 1)}, and K is the length
Letting Qp =Pp — Qp, we obtain that of information bits. Since the near-ML decoding criterian i
equivalent to the JML decoding criterion, (8) can be well
Dp = {BP(BHB)_IB}IID BP(BHB)ABI})} . approximated by the PEP union bound derived for the JML
Bp(B'B)~'BY  OL_7)x(z—71) decoding in [1] at medium to high SNRs.

Thus, after an initial training sequenﬁlf) is generated,
simulated annealing algorithm [1] is employed to search for
. ANE . a codeC(® that has an acceptably small PEP union bound.
bearmL = (y - Bh) (PB + QB) (y - Bh) Based on th€(®), the next'. is again obtained via simulated

= yiPiy + yH@By _ ﬁHEH@By _ yH@BBiL annealir)g. The process is repggted until thg maximum number
of iterations is achieved. Detail is summarized below.

Continuing the derivation in (7) yields

~H HS ~

HiB ;@BBh Step 1. Set the maximum iteration numbes and initialize

= [Pzyl7, i = 0. Generat&®'” randomly.

Step 2. Perfornsimulated annealing algorithto search for a
good code(") based on the cost functig{C), B{").

p 3. Set = i + 1. Performsimulated annealing algorithm
to search for a good training seque@@ based on the
cost functionf (Ci—1) B(Y).

Step 4. Ifi > Iy, outputB'Y andc'®) and stop the algorithm;

otherwise, go to Step 2.

\/Avpere~ the sefondA quuHaIitX follows becaugé@By -
h B*Qpy — y'QpBh + h B*QpBh = 0. L Y
We end this section by remarking thatBf, B is equal

to a constant, then it can be derived from (4) thai =
BNear_ML = byuL. As a result, the ML decoding criterion in
(4) is simplified to the near-ML (equivalently, JML) decodin
criterion.



V. SIMULATIONS
Same as in [1], the channel coefficients used in our )

10 T T T

simulations is zero-mean complex-Gaussian distributetth wi o
E[hhY] = (1/P)I and P = 2. The SNR of the system is —+— Hamming-con
given by

tr (B[hh]) _ E[R"R] _ 1

2
On

SNR= o2 = E.
We then examined the system consisting of THeit training
sequencelb,...,b7] = [0,0,0,0,1,0,1] and the (15,11)
Hamming code. The performances of receivers respectively
using the ML decoding criteron in (4) with perfect knowledge
of noise powewr?2, and the near-ML decoding criterion in (6),
as well as the coherent receiver usiﬁgas the perfect-CSl
and adopting the decoding criterion in (5), are summariped i
Fig. 1. The results show that the ML decoding outperforms
the coherent receiver, and the performance gap is aréund N
dB. Furthermore, the near-ML decoding, which requires no R S
knowledge ofo2, performs as good as the ML decoding. We
conclude from Fig. 1 that the near-ML criterion, as we haveg. 2. bML performanc?s chi tgé?, 4) c_od? andd 4-bit It_rain:)ng sctjequenqe
i i i i = [1,0,1,1 n r sim -annealing- iterativi
claimed by It.s n?‘mmg’ Can.yleld aImOSt the same performan?eeérch Vali}]orith[m’ (()éA7) ]ar?(;J the (y7,?1l;-HsamlrJn?r§Z czdeegndgtrg?zgquei?e ©
as the ML criterion at medium to high SNRs. As a result, oy, 5,1 = [0,1,0,0] (Hamming-ML). Also shown is the performance
proposed joint design of code and training sequence basedobthe coherent receiver for the (7,4)-Hamming code and tigisiequence
the near-ML criterion is then justified. [b1,...,b4] = [0,1,0,0] using h as the perfect-CSI and adopting the
We next compare the performance of the joint design S?Comng criterion in (5) (Hamming-coh).
code and training sequence obtained from our iterativeckear
algorithm with that of the(7,4) Hamming code and training
sequenceby,...,bs] = [0,1,0,0] as shown in Fig. 2. The
code our algorithm found ig10, 13, 16, 23, 33, 38, 59,
60, 67, 68, 88, 95, 105, 110, 114, 117}, where the num-

WER

. 10° e e e e s
bers in the parentheses are calculated based on the formula —o— SA-(15,1-(1)-ML
N-T N—-T—j —— Antipolar-(15,1)-(7)-ML
i1 (b2 ). Our results show that our code can ‘ —— Antpolar-(15.1)-{7)-coheren

further improve the ML performance of th&,4) Hamming |
code and training sequendgg,,...,bs] = [0,1,0,0] with a
gain about0.3 dB.

By examining codes of different code rates further (for il
which the results are not shown in the paper due to the page
limits), we found that more performance gain can be obtained &
by our joint design when a smaller code rate is concerned. As
an example, when the extreme case with= 1 (i.e., there
are 2% = 2 codewords) is considered, Fig. 3 shows that our
proposed joint design can considerably outperform the mélan
code that consists of alk-1) and all{—1) codewords, which
we term “antipolar” in the figure. The code our algorithm
found is {221, 1826} in decimal representation. Note that the L
antipolar channel code we compare our design with should SBT3 21012 345678 910112131415
be optimal in performance when perfect channel estimason i

assumed. Fig. 3. ML performances of thél5,1) code and7-bit training sequence
b1,...,b7] = [1,0,1,0,0,1,1] found by our simulated-annealing-based
iterative search algorithm (SA-(15,1)-(7)-ML), and the5(l)-binary code
and training sequendé, ..., br] = [0,0,0,0, 1,0, 1] (Antipolar-(15,1)-(7)-
o Vi CONCLUSIO.N ) ML). Also shown is the performance of the coherent receivertfie (15,1)
After confirming the well approximation of the near-MLcode and training sequené, ..., b7] = [0,0,0,0, 1,0, 1] using h as the
criterion to the ML criterion at medium to high SNRs, weperfect-CSI and adopting the decoding criterion in (5) (pofar-(15,1)-(7)-
. . . . . .. . coherent)
proposed in this work an iterative algorithm to jointly dgsi
the code and training sequence for a receiver to have partial

CSI information based on the near-ML criterion. Simulasion




show that the code and training sequence that are found by our
iterative algorithm can outperform the traditional systerth

a channel code and a training sequence satisfying the self-
orthogonal conditioB%.Bp = T, particularly when codes of
low rate are considered.

(1]

(2]

(3]

(4]

(5]

(6]

(7]

(8]

(9]

[10]

[11]

REFERENCES

M. Skoglund, J. Giese and S. Parkvall, “Code design fomkined
channel estimation and error protectiolZEE Trans. Inform. Theory,
vol. 48, no. 5, pp. 1162-1171, May 2002.

O. Coskun and K. M. Chugg, “Combined coding and training fo
unknown ISI channelsEEE Trans. Commun., vol. 53, no. 8, pp. 1310-
1322, August 2005.

C.-L. Wu, P.-N. Chen, Yunghsiang S. Han and M.-H. Kuo, “hfaum-
likelihood priority-first search decodable codes for conebirchannel
estimation and error correctionlEEE Trans. Inform. Theory, vol. 55,
no. 9, Sept 2009.

M. Beko, J. Xavier and V. A. N. Barroso, “Noncoherent comrivation
in multiple-antenna system: receiver design and codeboogtieanion,”
|EEE Trans. Sgnal Process., vol. 55, no. 12, pp. 5703-5715, Dec. 2007.
C. Fragouli, N. Al-Dhahir and W. Turin, “Finite-AlphalbeConstant-
Amplitude Training Sequences for Multiple-Antenna$foc. |EEE
International Conference on Communications (ICC 2002), New York,
USA, April 28-May 2, 2002.

A. Viterbi, “Optimum detection and signal selection foangally coher-
ent binary communicationJEEE Trans. Inform. Theory, vol. 11, no. 2,
pp. 239-246, April 1965.

M.K. Simon and D. Divsalar,“Multiple symbol partially cehent detec-
tion of MPSK,” IEEE Trans. Commun., vol. 42, no. 2/3/4, pp. 430-439,
Feb/Mar/Apr 1994.

K. Gomadam and S. A. Jafar, “Modulation and Detection fonge
receivers in rapidly time varying channelslEEE Trans. Commun.,
vol. 55, no. 3, pp. 529-539, March 2007.

B. Zhang and K. Kiasaleh, “Partially-Coherent Receiechitectures
for QAM Communications in the Presence of Non-constant Phase
Estimation Error,"EEE Trans. Wireless Commun., vol. 8, no. 2, pp. 568-
573, February 2009.

M.J. Borran, A. Sabharwal and B. Aazhang, “Design Ciite and
Construction Methods for Partially Coherent Multiple Amte Constel-
lations,” |IEEE Trans. Wireless Commun., vol. 8, no. 8, pp. 4122-4133,
February 2009.

J. Giese and M. Skoglund, “Space-Time Constellationidgreor Partial
CSl at the Receiver1EEE Trans. Inform. Theory, vol. 53, no. 8,
pp. 2715-2731, August 2007.



